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1. INTRODUCTION

Suppose we are given a finite sequence XI"'" X N of numbers in the unit
interval [0, 1] and a finite sequence PI , , PN of nonnegative numbers such
that

We call the numbers PI"'" PN weights of the numbers X I , .. _, X N , respec
tively. Further, let

and
k

ak= L Pi'
i=l

k= 1,..., N.

We shall consider in this paper quadrature formulae of the type

I N rf f(x) dx = L L AkJ(J)(Xk) + R~)(f),
o k~lj~O

(1.1 )

where the function f is r-times differentiable on [0, 1] and the coefficients
A kj are given by

Quadrature formulae of the type (1.1) have been studied in [1-4] and

373
0021-9045/87 $3.00

Copyright © 1987 by Academic Press, Inc.
All rights of reproduction in any form reserved.



374 PETKO D. PROINOV

(1.2 )

similar ones have been studied in [5]. It is easy to see that if r = 0, then the
quadrature formula (1.1) can be written in the form

,I N

J f(x) dx = 2..: pd(xd + R;$I(l).
o k ~ I

Consequently, (1.1) is a generalization of the general quadrature process
with positive weights.

We shall also investigade in our paper approximation of r-times differen
tiable functions on [0, 1] by means of functions L~)(f; x) which are
defined on [0, I] by

r {(jl( )
£lrl(f"' )= '\'" Xk (_ )1

N " ,x L.. "' X X k
I~O J.

(We shall assume in what follows that [a, b)= [a, b] if b= 1.)
In the present paper, we obtain some new upper bounds for the error of

the quadrature formulae of the type (1.1) and for the error of the
approximation of differentiable functions by means of functions of the type
(1.2). Our results improve or generalize almost all results which have been
obtained in [1-4,6]. The main results of the paper have been announced
in [7].

2. NOTATION AND DEFINITIONS

For a sequence XI"'" X N in [0,1] with a weight sequence PI"'" PN, we
define the functions g and h on [0, 1] by

g(x)=x- 2..: Pk
1~k ~ N

q<x

and

Then the number

D N = Ilgllc= sup Ig(x)1
O~x~l

is said to be the (extreme) discrepancy of x I, ... , X N with respect to the
weights PI ,..., PN' Further, the number

O<P<CfJ,
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is called the LP discrepancy of Xl"'" X N with respect to the weights
Pl, ...,PN' It is easy to see that if Pl=P2= ... =PN=l/N, then DN and
D~) are equal to the extreme and LP discrepancies of Xl"'" x N , respectively
(see, e.g., [8, pp. 90, 97]).

As a measure of the distribution of Xl"'" X N with respect to the weights
PI ,..., PN' except the discrepancies D N and D~), we also use the number

o~p< 00.

Obviously, L1~) =D~ l.

As a characteristic of a function f defined on [0, 1], we use its modulus
of continuity

w(f; 3) = sup{ I/(x') - /(x")I: lx' - x"l ~ 3, x', y' E [0, I]}

or its modulus of smoothess

o<p<oo,

where

w(f; x; 3) = sup{ I(x') - f(x")I: x', x" E [x - 3/2, x + 3/2] n [0, I]}.

For the history of modulus r(f; <5)L and its properties see [9].
p

Let us recall that a continuous function w( <5) defined on [0, + 00) is
called a modulus of continuity if w(o) = °and

(2.1 )

Now, we shall introduce some classes of functions. Let C, B, and M denote
the set of all continuous functions on [0, 1], the set of all bounded
functions on [0, 1], and the set of all bounded and measurable functions
on [0, 1], respectively. Further, for a modulus of continuity w(<5), we
denote by H W the set of all functions f for which the inequality

w(f; 3) ~ w(<5)

holds for every <5 E [0, + 00). If

where 0< a ~ 1 and C is an absolute constant, we shall write H~(C) instead
of H W

• Finally, for a natural r (r EN) we put

Wrffi1 = {.f: f(r) E ffi1},

640/50/4-6
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where 9Jl is an arbitrary set of functions which are defined on [0, I]. We
also put W09Jl = 9Jl.

3. AUXILIARY LEMMAS

We need the following lemmas.

LEMMA I. The discrepancies D N, Dl,:l, and .J~)I are related by the
inequality

for °< p < (fJ. (3.1 )

Proof The second inequality in (3.1) is obvious. It is easy to show that
the first inequality in (3.1) is equivalent to the inequality

II gil L r < II gil L r + 1 '

which holds for every p > 0. The lemma is proved.

LEMMA 2 (Proinov [6J). Let Xl~ '" ~XN' Then for O<P<OO, we
have

and

D N= Ilhll c = max max{ IXk - ak 11, [X k - akl}·
1~k~ N

LEMMA 3 (see, e.g., [10, Sect. 2, Problem 75 J). Let f( x) and p(x) be
Riemann integrable functions on [a, bJ such that

rp(x)dx>O
a

and inequalities

m~f(x)~M and p(x) ?O

hold for every x E [a, bJ, where m and M are absolute constants. Then if
cp(x) is a concave function on em, M], we have

J~p(x)rp(f(x))dx (J~P(X)f(X)dX)

J ~ rp Jb .
~ p(x) dx a p(x) dx
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LEMMA 4. Let h be a function defined on [0, 1] by

377

if x E [ak _ 1, ad, 1~ K ~ N, (3.2)

where the numbers c 1 , ... , C N are given by

k= 1,..., N, (3.3)

and C is an absolute constant. Then

Proof Since ak E Cab ak + 1), it follows from (3.2) and (3.3) that

h(ad = Ck+ 1 + C lak - X k+ 11 = Ck + C lak - xkl·

Therefore,

(3.4 )

Let x', x" E [a k _ I' ad, where 1~ k ~ N. Then from (3.4), we deduce

Ih(x') - h(x")1 = C Ilx' - xkl _Ix" - xkl I
~CI(x'-xk)-(x"-xdl~Clx'-x'l (3.5)

Now let x' E [a i - I' a;) and x" E [aj_ b aj), where 1 ~ i < j ~ N. Then from
(3.5), we get

Ih(x') - h(x")1

= I[h(x') - h(a;)] + [h(a;) - h(ai+1)] + ... + [h(aj _ d - h(x")]

~c(lx'-ail+lai-ai+II+'"+laj_I-x"l)

== x" -x' == lx' - x"l.

Consequently,

w(h, 0) ~ Co

for 0 ~ O. This completes the proof of the lemma.

COROLLARY 1. Let the sequences Xl'"'' x N and PI"'" PN be related by

k= 1,..., N. (3.6)
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hEH1(1).

Proof If (3.6) holds, then from (3.3) it follows that

Therefore,

h(x) = h(x)

with C = 1. Now Corollary 1 follows from Lemma 4.

LEMMA 5. Suppose (3.6) holds and we are given a function w(0) defined
on [0, 1] which satisfz'es (2.1). Put

f(x) = w(h(x)

for x E [0, 1l Then

w(f; 0) = w(0)

=w(D N )

for °~ 0 ~ DN'

for 0 ~ D tv .

Proof Let 0 ~ 0. We proved in Corollary 1 that hE HI (C). Hence, it
follows from (2.1) that

If(x') -f(x")1 = w(h(x')) - w(h(x"))1

~ w( Ih(x') - h(x")/) ~ w( lx' ~ x"l) ~ w(J) (3.7)

for all x', x" E [0, 1] with lx' - x"l ~ o. Suppose first that °~ J ~ DN' It
follows from Lemma 2 that there exists an integer k (1 ~ k ~ N) such that
either D tv = Xk - ak or D N = ak - x k. We treat only the second alternative,
the firts one being completely similar. Choose x' = Xk and x" = Xk + J. Since
ak~1 ~Xk~Xk+J~xk+Dtv=ab it follows that x', X"I:; [ak~I' akl Now
by the definition of h, we obtain

If(x')-f(x")1 =w(J).

From (3.7) and (3.8), we conclude that

(3.8 )

w(f; b) = w(J) (3.9 )

Now let J ~ D N' Then from (3.9) and Lemma 2, we have

w(D tv) = w(f; D N) ~ w(f; b) ~ Ilfll c = w( II gil c) = w(D N),
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which means that
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Lemma 5 is proved.
The following lemma belongs to S. B. Steckin.

LEMMA 6 (see, e.g., [11, p. 182]). For every modulus of continuity 0)(15)
there exists a concave modulus of continuity 0)*(15) such that

0)(15) <0)*(15) <20)(15) for 15 ~O.

4. ApPROXIMATION OF FUNCTIONS

Now we are ready to give some new upper bounds for the error of the
approximation of r-times differentiable functions by means of functions of
the type (1.2). We shall suppose in what follows that

(4.1 )

THEOREM 1. Let r EN, 0 < p < 00. Then for every function f E wrB, we
have

Proof Using Taylor's formula with the remainder in integral form it
can be proved [I] that for x E [ak _ I' ak ), 1<k <N, we have

Therefore,

Ilf - L~)(f)III.p

= C~I (k_1If(x) - L~)(f; x)1 P dX) lip

= (r~ I)! Ctl (k_1IX-Xkl
pr

x I ( (1- t)'-I [j(r)(Xk + (x - Xk)t) - f(r)(xd] dt IPdxyIP.

(4.3 )

(4.4)
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From (4.4), we obtain the estimate

Ilf - L~l(f)IIII'

1 (fl (fl )P )I/P= h(x)pr (l-t)'-' w(f(r l;th(x))dt dx .
(r-l)! 0 0

From Lemma 2, it follows that for all x, t E [0, 1],

Hence, we get from (4.5),

(4.5)

From this and Lemma 2, we obtain (4.2). The theorem is proved.
Passing to the limit as p ---> 00 in the inequality (4.2) we obtain the

following

COROLLARY 2 (Proinov and Kirov [3]). Let rE N. Then for every
function f E wr B, we have

The next theorem complements Theorem 1.

THEOREM 2. Let r EN and 0 < p ~ 1. Then for every function f E wrB
such that its rth derivative f(r) has concave modulus of continuity, we have

Moreover, if p = 1 then the estimate (4.6) cannot be improved in the sense
that there exists a function (satisfying the requirement of the theorem) for
which the inequality (4.6) changes into equality.
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Proof Let f E wrBand w( b) = w(j(r); b) be a concave function on
[0, 1]. It is easy to prove that the function

t/J(x) =r(1 - ty-1w(tx) dt
o

is also concave on [0, 1]; that is, the inequality

t/J(x
l

) + t/J(x") ~ (X' + XII)
2 ...,t/J 2

holds for all x', X" E [0, 1]. On the other hand, the function y = x P

(0 < P ~ 1) is concave and increasing on [0, + 00). Therefore, the function

cp(x) = t/J(x)P

is concave on [0, 1]. Obviously, (4.5) can be written in the form

1 1 ) lip
Ilf - L~)(j)IILp ~ (r-l)! (t h(x)prcp(h(x)) dx .

Applying Lemma 3 with p(x) = h(x)pr we get

Hh(x)prcp(h(x))dx~ (Hh(X)pr+l dX)_ (pr)
Jbh(x)prdx ",cp Jbh(x)prdx -cp(A N )·

From this and Lemma 2, we obtain

rh(x)prcp(h(x)) dx ~ (DlJr»)p cp(AlJr»)
o

(4.7)

= (DlJr1 J: (1- t)r-lw(j(r); t AlJr») dtr (4.8)

The estimate (4.6) follows from (4.7) and (4.8).
Now let p = 1. We shall prove that the estimate (4.6) cannot be

improved in this case. Let] be a function defined on [0, 1] by

j<r)(x) = Cx,

where C is an absolute constant. Evidently,

(4.9)

(4.10)

Therefore,]E WrH1(C)c WrB and w(b)=W(](r); b) is a concave function
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on [0, 1]; that is, .1 satisfies the requirement of the theorem. From (4.4).
(4.10). and Lemma 2, we get

11.1~ L~J(.J)IILp= e,f fa; Ix-xkl'+ I dx
(r + 1). k" I • a, I

C I=--f h(x)'+! dx
(r+ I)! 0

( D1r J
)' fl= N (l-x)'-lw(.J(rJ;xA~))dx.

(r - I)! 0

Consequently, if p = 1 then for .1 the inequality (4.6) changes into equality.
Thus Theorem 2 is proved.

The next theorem can be proved by using the same method of proof.

THEOREM 2'. Let r EN, 0< P~ 1, and w(J) be a concave modulus of
continuity. Then

(DIP'))' I

sup Ilf-L~)(f)II~ N ,f (I-x)' Iw(xAVJr))dx. (4.11)
fE WH'" (r - 1). 0

Besides, the inequality (4.11) changes into equality if p = 1 and w(J) = CJ,
where C is an absolute constant.

THEOREM 3. For every function f E C whose modulus of continuity is a
concave function on [0, 1], we have

(4.12 )

Moreover, the estimate (4.12) cannot he improved.

Proof It is obvious that

(4.13 )

Consequently,

Now, applying Lemma 3 with cp(x) = w(f; x) and p(x) == 1 we obtain

Ilf - L~)(f)11 L~ w (f; J: h(x) dX) = w(f; D~)).
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Further, let J be a function defined on [0, 1], by

J(x) = Cx,

383

(4.14 )

where C is an absolute constant. From (4.12), (4.14), and Lemma 2, we get

N fak

IIJ - L~)(])II L= C I Ix - xkl dx
k ~ 1 ak_1

= C f h(x) dx = W(J; D~»).

This equality shows that the estimate (4.12) cannot be improved.
Theorem 3 is established.

The next theorem follows similarly.

THEOREM 3'. Let w(£5) be a concave modulus of continuity. Then

sup Ilf-L~)(f)IIL~w(D~»).
lEHW

(4.15)

Besides, the inequality (4.15) changes into equality if w( £5) = C£5, where C is
an absolute constant.

We shall denote in what follows by rex) and B(x, y) the gamma
function and the beta function, respectively, that is,

and B(x, y)=rtX
-

1(1-tV- 1 dt.
o

THEOREM 4. Let r E No = N u {O}, 0 < p < 00 and 0 < r:x ~ 1. Then

sup IIf-Dr)(f)11 ~C r(r:x+l) (D(pr+pc<»)'+c<.
!EW'H,(C) N. Lp'" r(r:x+r+l) N

(4.16 )

Moreover, the inequality (4.16) changes into equality if either r:x = 1 or (3.6)
holds.

Proof Let r E Nand f E wrH a( C). Since

w(f(r); £5) ~ oa,

it follows from (4.5) that

C ( 1 )l/P
Ilf-L~)(f)IILp~(r_l)!B(r:x+l,r) fa h(x)pr+pC<dx . (4.17 )
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From this and Lemma 2, we get

C
11!-L1r)(!)II::::: B(a+l r)(DI!ir+p,'I)rt·x. (4.18)

. N. LI' (r - 1)! ',~

From (4.18) using the well-known equality

B(x, V)=T(x)T(Y)
. T(x+y)

and taking into account that

T(r)=(r-l)!

we obtain

Ilj'-L(r)(f)11 :::::C T(a+l) (D(pr+px))r+>.
N LI' T( a + r + 1) N

Hence, (4.16) holds for r E N. Suppose that r =°and! E H,(C). Obviously,
we have

Since w(f; b) ::::: Cb, it follows from (4.19) and Lemma 2 that

Ilf-L~)(f)III'I':::::CC~1(k, IX-XkIPxdxYIP

= C U: h(xV' dxYiP = C(D~r))x.

From this, we get (4.16) for r = 0.
Now let a = 1. Let us consider again the function I defined on [0, 1] by

(4.9). From (4.10), it follows that fE WrH)(C). If rE N, then from (4.4)
and Lemma 2, we obtain

(4.20)

If r = 0, then from (4.19) and Lemma 2, we obtain

III - L~)(])II LI' = CD}:).

Hence, (4.20) holds for every r E No; that is, (4.16) changes into equality if
a = 1.
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Finally, suppose that °< IX < 1 and (3.6) holds. Let f be a function
defined on [0,1] by

(4.21 )

where C is an absolute constant. Then, it follows from Lemma 5 that

=CD~ for ();?:D N .

(4.22)

Therefore, 1E wrH,( C). If r EN, then from (4.4) and Lemma 2, we get

III - Dr)(f)11 = C 1(1X + 1) (D(pr+ p,»)'+>. (4.23)
N L p T( IX + r + 1) N

If r = 0, then from (4.19), we get

III - L~)(f)IIL = C(D<,:a»)'.
p

Hence, (4.22) holds for every r E No. This means that (4.16) changes into
equality if (3.6) holds. The theorem is proved.

Passing to the limit as p ~ 00 in (4.16) we obtain the following

COROLLARY 3. Let rENo and °< IX ~ 1. Then

Moreover, the inequality (4.24) changes into equality if either IX = 1 or (3.6)
holds.

THEOREM 5. Let r EN and 0< p < 00. Then for every function f E wrM
and for all positive numbers q and s with l/q + l/s = 1/p, we have

II f - [<r)(f)11 ,:::: (D~r»)' r(f(r). 2D ) .
. N. L p -...;:, 'N L qr.

Proof For all x, Z E [0, 1], we have

where 1~ k ~ N. Therefore

(4.25)
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I 1,'\ ) Lp
Ilf-LV(f)II'I'~-:I(I h(x)'''w(f(r l ;x;2h(x))dx

I. \'0
(4.26)

for I' EN. From (4.19), it follows that (4.26) holds for I' = a as well. Let us
choose p= sip and ij = qlp. Then lip + l/ij = 1. Now using Holder's
inequality for integrals and Lemma 2 we deduce

·1

j h(xvrw(f(r); x; 2h(x))" dx
o

= [(D(sr))r,( j'(r). 2D ) ] ".
N . , N L q

From this and (4.26), we get (4.25). Theorem 5 is proved.
Passing to the limit as s --+ 00 in (4.25) we obtain the following

COROLLARY 4 (Proinov and Kirov [3]). Let I' EN and 0< p < 00.

Then for every function f E wr M, we have

5. NUMERICAL INTEGRATION

Now using the above results we shall give some new upper bounds for
the error of the quadrature formulae of the type (1.1).

THEOREM 6. Let I' EN. Then for every function f E wr B, we have
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Proof It is easy to check that for r E N the error of the quadrature for
mula (1.1) can be written in the form

(5.2)

Consequently,

(5.3 )

Now (5.1) follows from Theorem 1 and (5.3). The theorem is proved.

Remark 1. It follows from Lemma 1 that Theorem 6 improves
Theorem 4 of [3] and Theorem 3 of [4].

In [12] we proved that for every fEe

(5.4 )

It should be noted that this estimate was first proved by H. Niederreiter
[13], for the case PI = P2 = ... = PN = liN.

From Theorem 6 and (5.4), we get the following

COROLLARY 5. Let rENo. Then for every function f E wrC, we have

(5.5)

Remark 2. For r EN the estimate (5.5) improves Corollary 4 of [3] and
Corollary 3 of [2].

THEOREM 7. Let r E N. Then for every function f E w rB such that its rth
derivative f(r) has concave modulus of continuity, we have

(D1rIY 1

I Rlr)(f)l~ N f (1-x)r-l w (f 1r )'xA(r»dx (5.6)
N. "'(r-l)! (I , N •

Moreover, the estimate (5.6) cannot be improved if either r is an odd integer
or r is an even integer and (3.6) holds.

Proof The estimate (5.6) follows from Theorem 2 and (5.3). Now we
shall prove that this estimate is exact. From (5.2) and (4.3), we obtain

1 /I; [ak
R~)(f)=(r-l)!k~l ak_l(x-xdr

X (f (l-t)r-l[j(r)(xk+(X-Xk)t)_pr)(Xd]dt)dX. (5.7)

640/50/4-7
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Suppose that r is an odd integer. Let us consider again the function 1
defined on [0, I] by (4.9). From (5.7) and Lemma 2, we get

C N "'"
R~lcl)= I L j (x-xd+ I dx

(r + I ). k =, 0' I

C N -a,
= L j Ix-xklr+ I dx

(r + I )! k _ I a, I

= C I' h(X)'+1 dx
(r + I)! 0

(Dlrl)' 1

= N J (I-x)' lW(pr);xL/~))dx.
(r - I)! n

Hence, in this case the estimate (5.6) cannot be improved.
Now suppose that r is an even integer and (3.6) holds. Let us define the

function f on [0, I] by

p'I(X) = Ch(x),

where C is an absolute constant. From Lemma 5, it follows that

(5.8)

w(flr l; b) = Cb

=CD N

for O:s;b:S;D N ,

for 15 ~ D N •

(5.9)

Therefore, f E WrH I (C) c WrB and w( b) = w(ftr); b) is a concave function.
Since for every t E [0, I], we have

it follows from (5.9) that

Hence, from (5.7) and Lemma 2, we have
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Consequently, in this case the estimate (5.6) cannot be improved either.
Thus Theorem 7 is proved.

THEOREM 7'. Let rE Nand w(J) be a concave modulus of continuity.
Then

(D(r»)' I

sup IR~)(f)I:::; N ,f (l-x)' IW(xL1~»)dx.
IE WH'" (r - 1). 0

(5.10)

Besides, the inequality (5.10) changes into equality if w( J) = CJ, where C is
an absolute constant.

Proof The estimate (5.10) follows from (5.3) and Theorem 2'. Now
suppose that w(J) = CJ, where C is an absolute constant. To prove the
exactness of (5.10) we consider two cases. First, let r be an odd integer. Let
us consider again the function I defined on [0, 1] by (4.9). Obviously

IE WrHt(C) = WrHw
•

From (5.7) and Lemma 2, we obtain

Hence, in this case the inequality (5.10) changes into equality.
Now let r be an even integer. Then let us define the function J on [0, 1]

by

prl(x) = h(x).

From Lemma 4, it follows that

From (5.7) and Lemma 2, we have
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C I
= r h(x)'+ 1 dx

(r+1)!Jo

Therefore, is this case the inequality (5.10) changes into equality too. The
corollary is proved.

Remark 3. Let rE N. From Lemma 1, it follows that

But it should be noted that DVv + I) cannot be placed in Theorems 7 and 7'
instead of L1 ~).

The next theorem complements the estimate (5.4).

THEOREM 8. For every function f E C whose modulus of continuity is a
concave function, we have

IR~\nl ~ w(f; D~)). (5.11 )

Moreover, the estimate (5.11) cannot be improved il(3.6) holds.

Proof From (5.3) and Theorem 3, we get (5.11). Suppose that (3.6)
holds. Then let us define the function f on [0, 1] by

f(x) = Ch(x).

From Lemma 5, we have

w(f; b)= Cb

=CD N for b~DN'

Therefore, f E HI (C) C C and w(b) = w(f; b) is a concave function. Since
o~ D~) ~ D N' it follows that

(5.12 )

From (5.2), (5.12), and Lemma 2, we obtain
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N fak I'=c L IX-Xkl dx=C h(x)dx
k ~, ak-I 0

=w(f; D~»).

Thus Theorem 8 is proved.
From Theorems 7 and 8, we obtain the following

391

COROLLARY 6. Let rE No. Then for every function fE WrC such that its
rth derivative fIr) has a concave modulus of continuity, we have

Using Lemma 6 from Corollary 6 we get the following

COROLLARY 7. Let rENo. Then for every function f E wrc, we have

Remark 4. This estimate for r = 0 has been proved in [4].

THEOREM 8'. We have

sup IR~)(f)1 ::.:; w(D~»).
fEHW

(5.13 )

Besides, the inequality (5.13) changes into equality if w(b) = Cb, where C is
an absolute constant.

Proof The estimate (5.13) follows from (5.13) and Theorem 3'. Let
w(b) = Cb. Then we have from (5.2) and Lemma 2,

N fak I'=c L Ix-xkl dx=C h(x)dx
k ~ I ak_1 0

= w(h; D~»),

which means that (5.13) changes into equality in this case.



392 PETKO D. PROINOV

THEOREM 9. Let I' E No and 0 < CI. ~ 1. Then

r( I)
sup IR(~)(nl~C x+ (DI..:;+xlj'tx.

.\ . ['(.N + I' + 1) ,
Ie fFfl,lC) .A

(5.14)

Moreover, the inequality (5.14) changes into equality if either x = 1 or I' is an
even integer and (3.6) holds.

Proof The estimate (5.14) follows from (5.3) and Theorem 4. If CI. = 1,
then the exactness of Theorem 9 can be proved as the exactness of
Theorems 7' and 8'. Now let I' be an even integer and (3.6) holds. Let us
define the function .f on [0, 1J by (4.21). Then

IE W'H,(C).

From (5.7) and Lemma 2, we get for I' EN,

- B( CI. + 1, 1') tv fa,
R~~)(f)=C -1)' L (x~xkYlx-xkl'dx

(r . k = I (l~ 1

r(X + I ) .'1 fa,
= C L Ix-xkl'H dx

r(X + I' + I ) k ~ I a, I

=C r(x+l) J'lh(x)'+'dx=C r(CI.+I) (D(.'+'I)'+'. 5
r( x + I' + I) 0 r( X + I' + 1)''1 (5.1 )

If I' = 0, then from (5.2) and Lemma 2 we obtain

i'V' "'o/.,

R~$l(f) = C L J Ix - xkl x dx = C(D~)Y·
k = 1 Of.. I

(5.16)

From (5.15) and (5.16) we conclude that in this case the inequality (5.14)
changes into equality as well. Theorem 9 is proved.

Remark 5. Theorem 9 in the case I' = 0 and x = 1 has been proved in
[14J (see p.65, Theorem I"'). In the case 1'=0 and O<CI.< I, it has been
proved in [6].

THEOREM 10. Let I' E No. Then for all positive numbers p and q with
lip + l/q = I and/or every function fE W'M, we have

(5.17 )

Proof The estimate (5.17) follows from (5.3) and Theorem 5. Passing
to the limit as p ----> 00 in (5.17) we obtain the following
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COROLLARY 8. Let rE No. Then for every function fE WrM, we have

Remark 6. This estimate for r = 0 has been proved in [15 ]. For r E N it
has been proved in [2, 3].
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